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Text-to-Image (T2l) generation

* Recent innovation in Text-to-Image (T2l) generation models
= Stable Diffusion!'l is one such example

Example of T2l generation using Stable Diffusion
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a hamburger floating an astronaut swimming
In the sky under the sea

[1] Rombach et al., “High-resolution image synthesis with latent diffusion models”, CVPR 2022.



How Stable Diffusion works

« Stable Diffusionl!l: Open-source text-to-image generation model
» Generates images from embeddings of the CLIP text encoder
= CLIPXL: Vision & language foundation model

» Consists of text and image encoders co-trained via contrastive learning
» Subword tokenization: Tokenizes each word in a text into subwords

Stable Diffusion

Generated Images

Subwords
Prompt = ‘eat’
" ‘ L : ‘ CLIP Text ‘ Image
eatable fruit . ’?rzli?_’ Encoder Generator

[2] Radford et al., “Learning transferable visual models from natural language supervision®”, ICML 2021.



Problem of T2l Generation Models: Nonword Input

* They generate unintuitive images when input contains nonwords
» Nonwords := "“Nonsense words that have no definition within a language”

Unintuitive image
Stable Diffusion =

Generate

Prompt with a nonword Input
“fouse”

‘ Reduce this gap
- Similar-sounding

"House”
B
[3] Kohler, “Gestalt Psychology”, H. Liveright, 1929. \

[4] Goldinger et al., “Form-based priming in spoken word recognition: The roles of competition and bias”, J. Exp. Psychol. Learn. Mem. Cogn., 1992.
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Problem of T2l Generation Models: Tokenization

 Subword tokenization does not work for nonwords
= |t splits nonwords into unmeaningful subwords
> “fouse” —» 't' + 'ouse’ (two subword tokens)
» Cf. "house” — 'house’ (one token)

* Making nonword-to-image generation unintuitive

Generated Image
Stable Diffusion crated fmag

Subword
Nonword Tokenization Input Generate
"fouse” ‘ =f’

= ‘ouse’

Unintuitive



Research Goal

* More intuitive nonword-to-image generation
» Approach

» Replace CLIP text encoder with our new pronunciation encoder
» Discard the use of subword tokenization
» Our phoneme-level tokenization considers phonetic similarity of an input

Phoneme-level

Tokenization Proposed met’hod Grated
Nonword : ;fj Input ll.-u‘““'.'u‘ Generate
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More intuitive!



Proposed Method: Pronunciation-to-Image Generation

 Our framework consists of two modules:
* Pronunciation Encoder: Pronunciation -> CLIP embedding
* Image Generator (Stable Diffusion): CLIP embedding* -> Images

Our Framework

Generatedlmages

Phonemes
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Prompt = /f/ IPA-CLIP Image
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IPA-based Phoneme Embedding (1/2)

* |IPA: “International Phonetic Alphabet”

* |IPA chartll is used as a source of phonetic relationships
» Defines phonetic properties of each phoneme/phone in any language
* Enables computing phonetic similarity

» Compute a magnitude vector for each phoneme

Magnitude Vector
IPA Chart for Consonants o
- onsonan
Bilabial Ezrlicz:l Dental Alveolar alli 'Zitlgar Palatal Velar Glottal Voicing 8
4 Nasal

Nasal m _ n L 4 Consonant /p/ Plosive 1
Plosive P b : t d C 1 K g ? ° UnVOiCGd e
Sibilant affricate : ts dz|ff dz|te dz e RBilabial |:> . : . .
Sibilant fricative s Z I' 3 ¢ y . Plosive Eﬂl&)l'bléﬂ . é
Nonsibilant fricative (1) B f \Y} B 0 G J X Y h A a 1.0 enta
Approximant L A J W ) .
Lateral approximant : | A L Vowe ! 0

[5] International Phonetic Association, Handbook of the International Phonetic Association: A guide to the use of the
International Phonetic Alphabet, Cambridge University Press, 1999.



IPA-based Phoneme Embedding (2/2)

Aim to assign a phonetically continuous token for each phoneme
1. Prepare magnitude vector based on phonetic property
2. Multiply it with a trainable weight matrix

3. Obtain a phoneme embedding reflecting the phonetic property

Magnitude Vector Weight Matrix Phoneme Embedding
P _ -

Consonant [1 Wi
Voicing 0 w;
Nasal 0 W3
Consonant /p/ Plosive 1 W,
Unvoiced . : : \@
Bllablal |:> Bilabial 1 W11 /
Plosive Labiodental |0 W12
Vowel 0 W3g




Distillation of CLIP Text Encoder °

* Distill the CLIP text encoder with text-pronunciation pairs
1. Prepare pronunciation for each text in training datal®
> Use existing pronunciation dictionaries

2. Train a student encoder (IPA-CLIP) to output the identical embedding to
the teacher encoder with the corresponding pronunciation input
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DDDDDDDDD& ([ /e 'fou tos ‘Av @ 'dog./ = Fromngteibion — -
T O O I P11 Encoder
fof =" Il Nl o/ // // /t/l// // I N

[6] Carlsson et al., “Cross-lingual and multilingual CLIP", LREC 2022.



Proposed Method: Pronunciation-to-Image Generation "

 Our framework consists of two modules:
* Pronunciation Encoder: Pronunciation -> CLIP embedding
* Image Generator (Stable Diffusion): CLIP embedding* -> Images

Our Framework

Generatedlmages

Phonemes
P t XA |IPA-CLIP
romp = /1 Rl Image
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CLIP Text Encoder Explained in Detall

Stable
Diffusion 7 B
I B Embedding space used in many
multimodal downstream tasks
CLIP Text Encoder D d;
LXDpiqden-dim é | “CLIPTCHTL
hidgen ' — LIP Joint Embedding Space
— C"DU _
S “a photo of a house”
— — % &
S <
L] = O
=
GPT-2 (Transformers)® —
11111 IPA-CLIP
o) = = = g Pronunciation
rm§&980> . e Encoder
A 3 & L2 Y  This conversion is needed
to generate images
from IPA-CLIP Input: /o 'fou tou ‘Av o 'faus/

Input: “a photo of a house”



Pronunciation-to-Image Generation

1. Reconstruct LXDyiqqen-dim. embedding from the D¢y p-dim. one
* Train a multilayer perceptron

2. Insert it into a pretrained Stable Diffusion model

Distribution of Words on CLIP's
Semantic-Phonetic Embedding Space

D¢ ip-Dimensional
CLIP Embedding

Input for /*favs/
. or /'faus
Pronunciation Rodent Obtai .
- tain Phonetic
of a Nonword IPA-CLIP or ~ . .
. . : - _ Embeddiflg Vector
/ 'faus/ » Pronunciation > K , >
Encoder k N .! J
=+ Close because of Semantic Similarity
= Close because of Phonetic Similarity
Noise Vector . .
Output ! . L()j( Dhi‘dqen—.Dlmensmnal
Generated Image 1 _Onfmfmé ViCtO_rS
: ‘ Image Convert to y
Generation Stable Input as Condition ) Conditioning Vectors Multilayer
) Diffusion ) Perceptron

Concepts of imilarSounding
Words (e.g., “House”)
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Qualitative Evaluations

 Asked English speakers on Amazon Mechanical Turk
= Two trials with different instructions
» Trial 1: Choose which images depict similar-sounding words?

* Trial 2: Choose which images are more intuitive?
* Prepared 270 questions/nonwords from an English nonword dataset!’]

Interface shown to part|C|pants

/

10 generated images Audio pronouncing

by either B . the nonword
= P ro p OS e d m et h Od Q1-1: Which group of images is more closely depicting the concept of similar-sounding words of this nonsense word?
= Sta b I e D i ff u S i O n Left Maybe Left No Difference Maybe Right Right ]

- - - = 9 ¥~ Question

(Comparative)

[7] Sabbatino et al., "“splink” is happy and “phrouth” is scary: Emotion intensity analysis for nonsense words.”, WASSA 2022.
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Results

* Proposed method wins over the comparative method
» Generated images of the proposed method:
v’ Depict the concepts of their phonetically similar words more accurately
v"Match human expectations more closely

* Proposed method has a larger gain in Trial 1 than Trial 2
* Intuitiveness involves more factors other than phonetic similarity
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Proposed Comparative Draw Proposed Comparative Draw

Trial 1: Contain similar-sounding words? Trial 2: More intuitive?
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Image Generation Example

What kind of imagery does “Flike” evoke in your mind?
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Proposed

Seemingly random Visual concept of flying or flight -> Bird
Not intuitive More intuitive!
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Conclusion

* Pronunciation-to-lmage generation robust against nonwords
» Motivation: More intuitive nonword-to-image generation
» Approach: Associate nonwords with their phonetically similar words

* Evaluation showed effectiveness of our method over Stable Diffusion
v’ Depict phonetically similar (similar-sounding) words more accurately
v’ Generate images more intuitive to humans

Our Framework Generated Images

Phonemes

~/'/

Prompt . /f/ IPA-CLIP — =
/'faus/ - -/a/- Pronunciation ‘ Generator ‘ :,u_‘- i 0
w5/ Encoder e ik

= /s/

e Future Work

» Extend to other languages and perform cross-lingual comparison
» E.g., German, Japanese, and Chinese



