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e Concept from Psycholinguistics [1]
e Quantize the perception of words

e Often described on Likert scales

e Unimageable « Imageable, or
Abstract «» Concrete

* |s a concept imageable? Do you have a mental image when thinking of a

concept?
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1: Pavio et al. Concreteness, imagery, and meaningfulness values for 925 nouns. J Exp Psych 1968.



Core ideas

e Estimate the mental image of things for multimedia modelling

* Imagine different concepts

e Are they hard to visually imagine?
e Are they rather abstract or concrete?

e Goals
e Use images from social media and the Web to estimate mental image of things
e Evaluate the semantic gap between concepts by first quantizing it



Research 1: Dataset-driven
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Research 2: Algorithm-
driven

Input:
Images for “leaf”

l For each visual feature f;

e Use visual data mining on ““ ” . Feature vector for f;
. i l
crawled images

e YFCC100M J Cross comparison between

all images for “leaf”

e Use combination of low-
and high-level features
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